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Abstract

Modern data processing workloads, such as machine learning and graph processing, involve iterative computations to converge generated models into higher accuracy. An effective caching mechanism is vital to expedite iterative computations since the intermediate data that needs to be stored in memory grows larger over iterations, often exceeding the memory capacity. However, existing systems handle intermediate data through separate operational layers (e.g., caching, eviction, and recovery), with each layer working independently in a greedy or cost-agnostic manner. These layers typically rely on user annotations and past access patterns, failing to make globally optimal decisions for the workload.

To overcome these limitations, Blaze introduces a unified caching mechanism that integrates the separate operational layers. Blaze dynamically captures the workload structure and metrics using profiling and inductive regression, and automatically estimates the potential data caching efficiency associated with different operational decisions based on the profiled information. To achieve this goal, Blaze incorporates potential data recovery costs across stages into a single cost optimization function, which informs the optimal partition state and location. This approach reduces the significant disk I/O overheads caused by oversized partitions and the recomputation overheads for partitions with long lineages, while efficiently utilizing the constrained memory space. Our evaluations demonstrate that Blaze can accelerate end-to-end application completion time by 2.02 – 2.52× compared to recomputation-based MEM_ONLY Spark, and by 1.08 – 2.86× compared to checkpoint-based MEM+DISK Spark, while reducing the cache data stored on disk by 95% on average.

CCS Concepts: • Computer systems organization → Distributed architectures; • Software and its engineering → Distributed systems organizing principles; • Information systems → Data management systems.
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1 Introduction

Data analytics applications today are increasingly focused on formulating models to emulate real-world phenomena through methods like machine learning and graph processing. For example, the PageRank algorithm captures the importance of web pages from the vast amount of internet data [52], while logistic regression has proven effective in forecasting probabilities of certain events across numerous fields [12]. Many of such applications exhibit multiple iterations of repetitive operations that evolve the model into high accuracy [24, 35, 39, 50]. To express and execute these operations at hand, programmers typically rely on data analytics systems built upon dataflow-based execution models [5, 36, 46, 74]. Here, caching plays a key role in system efficiency, as reusing intermediate data eliminates the need for recomputations when data is repeatedly accessed.

However, iterative data processing results in a consistent expansion of intermediate data, putting a strain on memory resources [26]. Unfortunately, simply provisioning ample memory to accommodate all intermediate data is not a silver-bullet solution given that data size can increase by more than 10× the input size over the iterations (§7.2). Moreover, while each of the iterations has a declarative job structure, such jobs are dynamically submitted until convergence by-iteration, which makes the overall lineage of the workload unpredictable before the actual execution.

Furthermore, upon facing memory shortages, a substantial volume of intermediate data is dynamically evicted to be later retrieved for reuse during the successive iterations. Notably, the state (or location) of this intermediate data – whether it is in memory, on disk, or not in any persistent storage – also changes dynamically throughout the iterations, making static analyses for optimal caching infeasible. As the data distribution among tasks changes according to the input data for each workload due to different data partitioning and scheduler behaviors in different environments (i.e., even for regularly-triggered repetitive workloads), it is unrealistic for any system to have an oracle view of the data distribution
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throughout the execution in advance. The key challenge to address in this paper is thus to accurately estimate and optimize the potential recovery costs of evicted intermediate data during runtime.

Existing systems provide caching mechanisms composed of three separate operational layers, caching, eviction, and recovery, each of which behaves independently based on predefined conditions [7, 57, 60, 68, 71]. For caching, existing systems traditionally delegate caching decisions to expert users with sophisticated knowledge of each of the workloads, e.g., PageRank application [52]. These systems offer proper APIs to users but allow intermediate data to be managed at a coarse-grained dataset granularity, despite individual data partitions being the actual computation units for each parallel task [5–7, 60]. The caching layer blindly adheres to user annotations without considering whether or not each individual partition provides more significant caching benefits than others, and is prone to caching annotated data that incur minimal benefits or even have no future usage at all [15]. As a result, this approach often leads to inefficient utilization of memory space and inevitable cache misses.

Furthermore, the eviction and recovery layers in these systems are far from performance-optimized because they tend to be cost-agnostic and lack proper harmonization. For example, the decision regarding which intermediate data to evict upon memory shortages usually relies on heuristic methods that leverage past usage patterns, e.g., LRU [13] and LFU [32]. Such policies fall short in providing accurate results based on actual partition metrics due to the aforementioned challenges for accurately estimating the dynamically changing task data distributions. The recovery of evicted data can be achieved through either recomputation from its ancestor operators or storing data on multi-tiered storages (e.g., memory and disks) to read it back upon subsequent accesses, but the potential recovery costs of each method can vary significantly [55, 75]. Specifically, victim data may incur substantial disk I/O overheads if the data is oversized or conversely may result in high regeneration costs if a long and expensive sequence of recomputations is necessary. Unfortunately, current data analytics systems do not determine how to appropriately handle victims for performance and cost efficiency within the memory capacity.

To prevent inefficient memory utilization, Blaze introduces a caching mechanism that unifies the separate operational layers. In doing so, Blaze uses techniques that capture workload lineage through light-weight profiling of the actual workload on the target environment and applying inductive regression on dynamically monitored and updated metrics for individual partitions, which continuously influence potential recovery costs throughout the workload. By capturing the lineage, Blaze enables an automatic caching mechanism that identifies caching candidates at partition granularity based on their anticipated future references throughout the workload. Specifically, the metrics profiled for each partition include the time required to recompute the partition from its computational input, the actual size of the partition, and the current location or state of the partition. The unobserved metrics during profiling are derived by inductive regression based on the observed metrics.

Using these lineage and partition metrics, Blaze provides a potential recovery cost estimation model. This model empowers the system to estimate potential recovery costs, including the overheads of recomputation from the list of available cached data based on the lineage, as well as the disk I/O overheads that would be incurred if the partition were to be written to and read from the disk, in an on-line manner. Blaze’s cost model solves for selecting optimal partition states that will result in the smallest potential recovery cost in the workload. The cost model is implemented as an integer linear programming (ILP) model, a popular solution for finding optimal values for minimization problems [37].

We implement Blaze on Apache Spark [7], with 6k lines of code. Our evaluations on 11 r5.xlarge AWS EC2 instances [3] show the performance improvements on two graph processing workloads, PageRank and Connected Components, as well as on four ML algorithms, including logistic regression (LR), K-means clustering (KMeans), gradient boosted tree regression (GBT), and singular value decomposition++ (SVD++). In the evaluations, Blaze accelerates the end-to-end execution time by $2.02 - 2.52\times$ compared to recomputation-based MEM_ONLY Spark, and by $1.08 - 2.86\times$ compared to checkpoint-based MEM+DISK Spark. Moreover, since Blaze efficiently caches intermediate data, it achieves an average reduction of 95% in cached data stored on disk compared to MEM+DISK Spark.

2 Background
2.1 Dataflow Execution Model
Modern data analytics systems adopt a dataflow-based execution model, which represents data processing jobs as directed acyclic graphs (DAGs) [46, 60, 68, 74], as illustrated in Fig. 1. By representing jobs as DAGs, data processing systems have been able to express and perform iterative computations cohesively [31, 46, 68, 74]. Concretely, in Spark [7, 74], vertices of a computational DAG represent resilient distributed datasets (RDDs) and edges represent the computations that occur between the datasets. Thus, iterative computations can be represented as a form of having vertices with several outgoing edges that span different iterations. The computations can be categorized into transformations or actions, which each computes a dataset to derive another dataset or a workload result (e.g., statistics or a converged model), respectively. Each transformation lazily performs parallel computations (e.g., map, filter, join, groupByKey) to build intermediate data as new RDDs [74], whereas actions trigger computations and output results (e.g., collect, reduce).

Different computations have different overheads and resource usage patterns. For example, simple operators like...
map and filter use less resources (e.g., CPU, memory, network) compared to resource-heavy join or groupByKey operators [26, 58, 59]. Conventionally, a job acts as a unit of execution, which is triggered by an action and defined by the designated group of operators represented as a DAG [5, 7, 58–60, 68, 69, 71]. In iterative workloads, iterations are triggered as identically-shaped jobs, which are chained according to their dependencies on the input read job and previous iterations. While these jobs share their shape and computational logic across iterations, the underlying data partitions are different, leading to different memory consumption and data distributions across tasks (§2.2). Each logical dataset (i.e., RDD) can be annotated to be cached or unpersisted through user APIs provided by dataflow application semantics [4, 7, 46], incurring dataset state transitions throughout the execution.

2.2 Parallel Execution and Partition Sizes

A job consists of multiple stages, each of which is a pipeline of operators that can be performed on individual elements. Within a job, each logical dataset (i.e., RDD) is a set of multiple partitions that are processed by parallel computational tasks. Tasks describe the computational logic defined by the operators within a stage, and simultaneously produce computational results for the different partitions across a cluster of machines. Data processing engines schedule jobs in units of tasks on different machines, while also providing optimizations to leverage data locality by scheduling dependent tasks on equivalent machines [5–7, 60, 68]. Logically, stages have their boundaries on shuffle operators, which search and fetch elements of specific keys from each of the parent partitions (e.g., groupByKey), involving data transfer and aggregation over elements from multiple upstream tasks.

The actual computations defined by the operators are executed while materializing the intermediate data into objects in memory, and data (de)serialization is required if it requires disk access or data transfer across a network. Along the computations, partition sizes vary depending on the element keys that each partition is designated with, as one key may be overloaded compared to another. Consequently, task execution times also vary although parallel tasks perform identical computations. Hence, bottleneck tasks are key to optimization as their dependent tasks require them to be completed before performing the following shuffle operations and computations. In iterative data processing, partitions of different jobs and stages have complex and repetitive data dependencies among each other, and particular intermediate data are reused over the iterations.

2.3 Caching Iterative Workloads in Existing Systems

Existing data processing systems provide user APIs for caching reusable data within memory or disks by annotating the datasets to cache, preparing them for potential invocations (Fig. 1(a)–L4, Fig. 2). Once each dataset is no longer required in the workload, the user can also annotate them to be unpersisted and discarded from the system (Fig. 1(a)–L9, Fig. 2). The system compliantly follows the annotations and performs caching and discarding in units of datasets. Upon caching, the system first checks whether there is enough space in memory, and evicts data according to the eviction policy if it requires additional space [13]. Data eviction occurs by unpersisting and discarding data (Fig. 2) or spilling data on disk (Fig. 2), according to the system settings (i.e., MEM_ONLY, MEM_DISK, §3.2), especially upon memory-heavy computations like join and groupByKey [26, 58]. Upon cache misses during the execution, the system recovers the data by fetching them from disk (Fig. 2), or regenerates the data in memory through recomputations, instructed by recursive fault-tolerance mechanisms of the systems [7, 74].
recovery may also incur evictions to provide enough space in memory, and the recovered data can be cached again in memory according to the eviction policy. In short, runtime caching follows separate rules in a conditional manner on three different operational layers: cache and unpersist operations are performed by the user, evictions occur according to the eviction policy, and data is recovered by retrieving them from disks or recomputing them upon cache misses [7, 74].

3 Observation and Motivation

In this section, we observe the three separate operational layers of current caching mechanisms, composed of caching, eviction, and recovery layers, in more detail, and point out their limitations to motivate our work.

3.1 Caching and Eviction Mechanisms

Caching layer. As shown in Fig. 1(a), L4 and L9, caching interfaces are provided through cache() and unpersist() APIs for users to hint the datasets to persist after each iteration. For example, in Fig. 1(b), iteration 2, we can see that as a result of caching annotations in Fig. 1(a), R49 and R55 are cached, while R37 and R43, which were cached from the previous iteration, are unpersisted from disk. These caching and unpersisting happen repeatedly in the following iterations. Also, in addition to requiring manual efforts for deciding right datasets to cache, the current approaches fall short in providing fine-grained caching at partition granularity, although each partition varies in terms of size and computational time. This can become problematic as the current coarse-grained caching at dataset granularity causes executors to blindly cache partitions with different sizes (i.e. disk I/O overheads) and computation overheads.

To illustrate, we show the effects of the diverse caching overheads of the partitions in Fig. 3, which reveals two critical problems. First, we can directly see that coarse-grained caching leads to inconsistent amounts of evictions on different executors, despite the efforts of system schedulers to evenly distribute tasks among them [9]. This is mainly caused by unnecessary caching of certain partitions with smaller potential overheads, making inefficient usage of memory space and making the system prone to future evictions. For example, although the user only annotates caching for rankGraph in Fig. 1(a), it leads to caching of all consisting partitions of the RDDs in Fig. 1(b), while some partitions are unnecessary as they may not have any future usages or incur trivial recovery costs [36] (§7.2). Furthermore, we can also infer from these factors that caching overheads are often far from uniform across partitions, and cannot be easily predicted before the execution.

Eviction layer. Existing policy-based mechanisms for evicting and managing cache data show several limitations. Basically, an eviction policy keeps a list of partitions and determines the priority of partitions in which to evict from the cache storage. Many existing works focus on optimizing the eviction layer to improve the cache efficiency. A few different eviction policies include classic LRU (least recently used) [13] and GDWheel [44] policies, learning-based TinyLFU (lightweight least frequently used) [32] and LeCaR (learning cache replacement) [62] policies, as well as dependency-aware LRC (least reference count) [72] and MRD (most reference distance) [54] policies. As each name suggests, each policy determines the eviction priorities based on historical usage patterns and logical references, instead of on the specific metrics of the individual data partitions.

While these policies have been successful in handling caches in other contexts (e.g., CDN and web services) [19–23, 32, 44, 61, 62], eviction for data processing workloads requires consideration of many other factors. For example, for intermediate data partitions, evictions have to consider the future access patterns, different sizes, and the corresponding recomputation and disk I/O costs of the different partitions, in order to accurately capture the potential recovery costs. Nevertheless, the information regarding partition sizes, locations, and computation times only become available upon partitions being materialized in memory during the execution. Also, due to the challenges of varying data distribution and the memory usage of different executors according to the input data (Fig. 3), such factors cannot be easily predicted. As such information evolves dynamically over the iterations, it requires the system to be adaptive to the dynamically changing conditions.

3.2 Recomputation and Disk I/O Costs

While managing cache storage according to the caching policies, current systems fix their way (i.e., MEM_ONLY or MEM+DISK) for each workload in using the different storages for handling evictions. In other words, there is no flexibility to choose which way to take for the different datasets or partitions [7, 60, 68, 74]. This is primarily because existing approaches have not been able to utilize the dynamically changing potential recovery costs for their optimizations, due to their implementation designs and challenges for predicting and tracking the varying and dynamically changing partition data distribution among the tasks (§4.3). In short, MEM_ONLY mode discards data from memory upon evictions and depends on recursive recomputations, while MEM+DISK
mode keeps a multi-tiered storage for eviction to recover data by fetching the checkpointed data from the slower secondary storages [2]. There also are ways to (de)serialize data in memory or in off-heap space to save some memory, but the basic mechanism is similar to MEM_ONLY mode in that they recover data through recomputations. While these two ways recover data by incurring different potential recovery costs, the costs are not comparably uniform or deterministic, making it difficult to calculate which method is better than the other [55, 75].

**Disk I/O costs.** Disk I/O costs are incurred upon writing and reading cached data to and from underlying storages (e.g., SSDs, HDDs) to spill and refetch the data for evicting and recovering data in MEMORY_AND_DISK mode. We can see in Fig. 4 that disk I/O overhead is the major source of bottleneck in two graph processing (i.e., PageRank and ConnectedComponents) and several machine learning (i.e., Singular-ValueDecomposition++, GradientBoostedTrees) applications, where the detailed experimental setup is described in §7. The disk I/O costs also exhibit the overhead for (de)serializing data in memory to access them on disks. Obviously, if the partitions are larger in size, it would incur more disk I/O costs. Therefore, applications with large partition sizes incur more disk I/O costs than other applications, especially like PageRank where disk costs compose more than 70% of the end-to-end execution time.

**Recomputation costs.** Recomputation costs are the computational time incurred when a partition requires upstream ancestor operators to recursively produce their intermediate data in order to derive the desired result. As shown in Fig. 5, computations with longer lineages in later iterations tend to incur more recomputation costs. While it can be easily sought that it would be more advantageous to use disks as secondary storages to store cache data, we can see in Fig. 4 that LogisticRegression is the only workload that produces small disk I/O overheads due to the relatively smaller size of the cached data (i.e., ML model) and fewer datasets that are annotated to cached. In other cases, recomputation costs may be smaller than disk costs, and they should be considered as an option for some partitions to take for recovering the intermediate data, instead of simply spilling them on disks.

**4 Considerations for Cost-aware Caching**

In this section, we describe our design goals and the challenges to achieving the ideal case for caching in comparison to the existing mechanisms.

**4.1 To Cache, or Not To Cache?**

First of all, instead of blindly caching all data that is annotated to be cached as in existing systems [7, 13], we aim to first determine whether or not it would be advantageous to cache the data in memory (Fig. 2). We must first keep in mind that only the partitions with future usages should be considered, as the others will occupy memory space without any benefit. For a reused partition $p_i$, it is obvious that it is advantageous to cache it if there is enough memory space to store $p_i$. However, in cases where memory space is constrained, it is advantageous to cache data in memory only if the $p_i$ is to incur more potential recovery costs than other cached partitions that are already in memory. If the potential recovery costs are not considered, it results in evictions of some partitions that will eventually incur more costs in the future, which is undesirable. Therefore, upon trying to cache a partition $p_i$, we compare its potential recovery costs against other available cached partitions, and also consider the options to directly discard them or write them on disk if the benefits of storing in memory are limited. This consideration is taken both when a partition first attempts to be cached, as well as when the partition is recovered through a cache miss and becomes a candidate for caching again.

**4.2 To Evict, or Not To Evict?**

In cases where it requires some evictions of cached partitions to store an expensive partition $p_i$, we aim to carefully select the partitions to evict based on the potential recovery costs, instead of on history-based caching policies [13, 32, 49, 62, 72]. Since each partition incurs a different recomputation and disk cost, it is also important to choose in which state to evict and keep each of the partitions, as discussed in §3.2. For some partitions, it may be advantageous to simply discard the data and recompute them, if they are too oversized compared to their recomputation overheads (Fig. 2). For others, it may be more advantageous to spill and store them on disk.
While it is possible to find an optimal caching solution with the prior knowledge of the partition sizes and the recomputation times, an accurate off-line analysis and prediction is extremely difficult to achieve. This is because even if the workload is repeatedly run on a daily or a weekly basis, the data distribution and the partition sizes vary with different input data. Moreover, even with an accurate estimation of the data distribution, the potential recovery costs dynamically change during runtime. At one point in time, a partition can be in memory, while at another point it can be evicted and discarded or written on disk. For example, in Fig. 6, if $p_1$ is unpersisted, the recomputation cost for $p_{des}$ will increase from $p_1 \rightarrow p_{des}$ to $p_{anc} \rightarrow p_1 \rightarrow p_{des}$, if $p_{anc}$ resides in the cache. This recomputation cost can be extended even further from the source input data if the required partitions are not in the cache. Also, future dependencies can also dynamically change upon unpersisting partitions. When trying to compute for $p_{des}$ and $p_2$, it initially does not incur any references to $p_{anc}$, but after unpersisting $p_1$, $p_{anc}$ is referenced by both $p_{des}$ and $p_2$ through $p_1$. Such evictions and unpersist decisions often cause dynamic chained reactions in the potential recovery costs over the progress of the workload, as the cached partitions also change dynamically. Therefore, it is exceptionally difficult to derive and consider all of the different cases to calculate the potential costs.

4.3 Dynamically Changing Data Dependency

While it is possible to find an optimal caching solution with the prior knowledge of the partition sizes and the recomputation times, an accurate off-line analysis and prediction is extremely difficult to achieve. This is because even if the workload is repeatedly run on a daily or a weekly basis, the data distribution and the partition sizes vary with different input data. Moreover, even with an accurate estimation of the data distribution, the potential recovery costs dynamically change during runtime. At one point in time, a partition can be in memory, while at another point it can be evicted and discarded or written on disk. For example, in Fig. 6, if $p_1$ is unpersisted, the recomputation cost for $p_{des}$ will increase from $p_1 \rightarrow p_{des}$ to $p_{anc} \rightarrow p_1 \rightarrow p_{des}$, if $p_{anc}$ resides in the cache. This recomputation cost can be extended even further from the source input data if the required partitions are not in the cache. Also, future dependencies can also dynamically change upon unpersisting partitions. When trying to compute for $p_{des}$ and $p_2$, it initially does not incur any references to $p_{anc}$, but after unpersisting $p_1$, $p_{anc}$ is referenced by both $p_{des}$ and $p_2$ through $p_1$. Such evictions and unpersist decisions often cause dynamic chained reactions in the potential recovery costs over the progress of the workload, as the cached partitions also change dynamically. Therefore, it is exceptionally difficult to derive and consider all of the different cases to calculate the potential costs.

5 Blaze Design

In this section, we describe an overview of how our system operates and our design principles in formulating a universal cost model for caching. Next, we describe how we estimate and keep track of the partition metrics throughout the workload. Finally, we formulate our cost model for optimizing the memory space and describe our solution for finding the optimal caching state for each of the partitions. Our idea is applicable to all caching-enabled distributed data processing systems based on dataflow graphs with parallel tasks and partitions [5, 40, 46, 60, 68, 74].

5.1 Blaze Overview

Blaze performs cost optimization based on the different partition states and metrics, and on the potential recovery costs derived from them. In order to track and accurately estimate the potential recovery costs, Blaze performs the following actions, as shown in Fig. 7. First, ① Blaze runs the workload on a small portion of the original input data (i.e., < 1MB) to extract and capture the code path and dependencies between datasets (i.e., DAG structure), and ② builds a CostLineage that keeps track of the workload lineage and performs inductions on future partition metrics based on the extracted partition dependencies and existing metrics (§5.3). Next, ③ Blaze sends the metrics to the executor and performs estimated calculations for the potential recovery costs for each partition on the CostLineage (§5.4). Based on the calculated costs, ④ Blaze automatically makes unified decisions for caching, eviction, and recovery based on our ILP-based solution (§5.5, §5.6). Once a task finishes its execution for a particular partition, ⑤ the executor sends the metadata of the new partitions back to the master to ⑥ dynamically update and manage the partition metrics back on the CostLineage with timely information on the run.
5.2 Design Principles

Our key idea for addressing the limitations of existing approaches is to devise a unified cost-aware caching mechanism that automatically decides the desired state of each partition. In Blaze, this state indicates whether to keep the cache data of a particular partition \( p_i \in P \), delineated within each dataset abstraction (e.g., RDD), in memory (\( m_i \)) on disk (\( d_i \)), or to simply discard and unpersist (\( u_i \)) the partition, based on our cost estimation for the potential overheads. The state of each partition \( p_i \) can thus be defined as follows:

\[
\forall p_i \in P, m_i + d_i + u_i = 1 \quad (m_i, d_i, u_i \in \{0, 1\}) \tag{1}
\]

As indicated, only one of these variables becomes 1 at any point in time, and this acts as a constraint to the partition state throughout the optimization. State transitions among the cached partitions can occur as evictions (\( m_i \rightarrow u_i, m_i \rightarrow d_i \)), recomputations (\( u_i \rightarrow m_i, u_i \rightarrow d_i \)), and recovery from disks (\( d_i \rightarrow m_i \)). Disks may also unpersist data (\( d_i \rightarrow u_i \)), in cases where the disk size is also constrained.

A potential recovery cost of a partition is the overhead that may occur in the future if the partition does not reside in memory at the execution time. Concretely, we estimate the potential disk access cost of \( p_i \) at time \( t \), \( \text{cost}_d(p_i, t) \), along with the potential recomputation cost of partition \( p_i \) at time \( t \), \( \text{cost}_r(p_i, t) \) (§5.4). If the cost of \( p_i \) is smaller than \( \text{cost}_d(p_i, t) \) and \( \text{cost}_r(p_i, t) \), the cached partition \( p_i \) would be more beneficial than writing it on disk, as it reduces the high (de)serialization and disk read/write time while incurring a small recomputation time. Therefore, assuming that we have abundant disk space for caching, the ideal potential recovery cost \( \text{cost}(p_i, t) \) of the partition, if not cached in memory, would be the minimum between the two values:

\[
\text{cost}(p_i, t) = \min(\text{cost}_d(p_i, t), \text{cost}_r(p_i, t)) \tag{2}
\]

If the cached partition \( p_i \) resides in memory (i.e., \( m_i = 1 \), \( d_i = 0 \), \( u_i = 0 \)), the potential recovery cost is disregarded, while our aim is to keep the sum of all potential recovery costs, \( \sum_{p_i \in M} \text{cost}(p_i, t) \), as low as possible for all partitions that do not reside in memory (\( p_i \in P - M \)), where \( M = \{p_i \in P \mid m_i = 1, d_i = 0, u_i = 0\} \) ( Eq. 1).

5.3 The CostLineage for Tracking Partition Metrics

In order to dynamically keep track of the partition metrics, Blaze first builds a CostLineage based on the workload DAG produced by the initial dependency extraction phase before the actual execution. Since the input data is minuscule (i.e., < 1MB), the dependency extraction phase usually succeeds in capturing the dependency among the multiple iterations of the workload DAG until its convergence within its timeout (i.e., 10 sec). Even if it fails to do so, Blaze is able to perform inductions on future iterations based on the already captured iterations, which we describe later in this subsection. Also, Blaze can derive the number of potential references for each of the partitions until the end of the application based on the dependencies, which are used for automatic caching (§5.5).

As shown in Fig. 8, the CostLineage dynamically detects and merges duplicate dataset abstractions from different jobs together based on their IDs to manage them as a single abstraction. For example, R37 from iterations 1 and 2 are merged together in the CostLineage. On the captured data dependencies, CostLineage annotates the list of profiled partition sizes and their states on the vertices (i.e., datasets) and the computation times on the edges between each of the dependent partitions along the execution. Concretely, as the initial iterations of the actual workload do not request for evictions due to the sufficient memory space in the early stages of execution, the partition metrics for the initial iterations can be simply recorded on the CostLineage without the requirement for cache optimizations. Along the execution, executors materialize iterators of the partition data and gain access to the actual partition sizes, locations, and computation times. These metadata are continuously updated on the CostLineage to reflect up-to-date information for the partition metrics. Also, if the partition data is read or written to disk, Blaze also measures the time it takes for the disk operations and derives the disk throughput to keep the hardware performance metrics with timely information.

Once the metrics of the initial iterations are recorded, CostLineage detects the congruent datasets that play the same role in different iterations by analyzing the DAG structure and the sizes of the datasets from the initial iterations. Concretely, CostLineage takes the sum of partition sizes for each dataset and uses a simple pattern searching algorithm based on the differences in the dataset sizes of adjacent operators to find the repeated patterns [29]. By doing so, we can detect the iterative patterns among datasets that are generated from the same code path in the loop, and perform inductive regression to predict the trend of partition sizes for future iterations. Concretely, for the missing values of partition metrics in the CostLineage, Blaze inductively fills in temporarily approximated values of metrics for the undiscovered partitions by applying a lightweight linear regression model based on the existing metrics from previous iterations throughout the application [51]. Likewise, future iterations that hadn’t yet been captured during the profiling phase can be inducted similarly. Based on these partition metrics, we can estimate the potential costs for recomputation and disk overheads of the different partitions whenever a caching decision needs to be made.

5.4 Potential Recovery Cost Estimation

We describe how we estimate \( \text{cost}_d(p_i, t) \) and \( \text{cost}_r(p_i, t) \) individually. Simply put, the cost is calculated in units of seconds to predict the time it potentially takes to recover data for future invocations. The disk cost, \( \text{cost}_d(p_i, t) \), can be calculated simply by dividing the size of the partition \( \text{size}(p_i) \) by the profiled read/write throughput of the disk,
We define the longest recomputation time from the upstream throughput $p$ and recomputation are adaptively minimized for the near results for seamless workload execution, which is further determining when to trigger optimizations to produce punctual results for seamless workload execution, which is further described in §5.6. As a result, potential costs related to disk I/O and recomputation are adaptively minimized for the near future, regardless of the workload progress in the current job:

$$\text{cost}_d(p_i, t) = \frac{\text{size}(p_i)}{\text{throughput}_{disk}}$$  \hspace{1cm} (3)$$

The recomputation cost for a partition $p_i$ has to be defined recursively with respect to the ancestor upstream partitions that are not cached in memory $A_i = \{ p_k \in P - M \mid p_k \rightarrow p_i \}$. We define the longest recomputation time from the upstream partitions as the recomputation cost, $\text{cost}_r(p_i, t)$ (§3.2), which dynamically changes according to the costLineage:

$$\text{cost}_r(p_i, t) = \max \left( \left( 1 - m_k \right) \cdot \text{cost}(p_k, t) + \text{cost}_r(p_k, t) \right)$$  \hspace{1cm} (4)$$

where $\text{cost}_r(p_k, t)$ is the computation time for generating $p_i$ from $p_k$ and $\text{cost}(p_k, t)$ is defined in Eq. 2, only effective when $p_k$ is not in memory (i.e., $m_k = 0$, while Eq. 1).

As the logics in Eq. 3 and Eq. 4 are respectively made up of simple arithmetic and requires a shallow stack of recursive computations on the recorded metrics, we can compute the potential recovery costs for both cases within milliseconds.

### 5.5 Finding the Optimal Partition States

Based on the collected dependencies and the partition metrics on our CostLineage (§5.3), we can now formulate our solution to minimize the sum of potential recovery cost (i.e., time) as an integer linear programming (ILP) model, with respect to our cost estimation methods (§5.4). Recognizing that a job corresponds to an iteration in iterative workloads, assume that we wish to optimize our cache storage for a set of future partitions within a set of jobs, $p_j \in J$. We can set up a constraint for our memory space for all relevant partitions, $p_i \in P$, that are recorded on our CostLineage, for our ILP objective function to minimize the potential costs for the partitions that are to be used in our upcoming jobs $p_j \in J$. In our solution, we set the boundary for the set of jobs $J$ to be the current job and its successive job, inferred by the CostLineage and the system metrics on the workload progress [9] to keep the ILP overhead under a performance boundary (i.e., $< 5$ seconds). While the ILP cost may seem non-negligible, Blaze hides away the overhead by carefully determining when to trigger optimizations to produce punctual results for seamless workload execution, which is further described in §5.6. As a result, potential costs related to disk I/O and recomputation are adaptively minimized for the near future, regardless of the workload progress in the current job:

$$\text{Minimize} \sum_{p_i \in P} \left( d_j \cdot \text{cost}_d(p_i, t) + u_j \cdot \text{cost}_r(p_i, t) \right)$$  \hspace{1cm} (5)$$

Subject to: \sum_{p_i \in P} \text{size}(p_i) \cdot m_i \leq \text{capacity}_{mem}$, $Eq. 1$, $Eq. 2$, $Eq. 3$, $Eq. 4$  \hspace{1cm} (6)$$

In cases where disk space is also constrained, the ILP can be simply extended by adding another constraint to Eq. 6, $\sum_{p_i \in P} \text{size}(p_i) \cdot d_i \leq \text{capacity}_{disk}$, where we set $\text{capacity}_{disk}$ as an abundant value in this paper.

### 5.6 Automatic Caching

Instead of relying on user annotations, Blaze attempts to automatically cache partitions after each stage execution, if the partition has future references in the CostLineage and is expected to be reused in the future. Upon caching, Blaze determines whether caching a partition would reduce more potential recovery cost than the already cached partitions that reside in memory, by comparing the size of the partitions and their expected potential costs. As the CostLineage dynamically keeps track of the partition states and metrics, it can easily find the potential recovery costs of the cached partitions. Similarly, if the partition does not have any future usages, Blaze automatically unpersists the data from the cache storage to quickly acquire free space after each stage execution, similar to Nectar [36].

Note that automatic caching and unpersists consider the full application DAG captured by the CostLineage, whereas the ILP considers the potential costs only for a couple of upcoming iterations (jobs) to optimize ILP performance with an upper bound and trigger state transitions only for the near future. The ILP solver is triggered whenever a new job is submitted and auto-caching is triggered whenever a stage is completed, and partitions are subsequently migrated or unpersisted. By doing so, ILP can solve for caching decisions for the upcoming job before it actually arrives, and the ILP overheads can be hidden. Through these steps, Blaze automatically decides on the caching, eviction, and recovery of the partitions on a unified layer in each executor, according to the derived optimal state of the partitions.
6 Blaze Implementation

Blaze is implemented on top of Spark 3.3.2 with around 6K lines of Scala 2.12 code, and the Blaze runner is implemented with 500 lines of bash script. In order to track the computation time and sizes of partitions, each RDD implementation is modified with code for profiling. The Blaze-BlockManagerEndPoint in the Spark master, and the ILP implementation uses this data to solve for the ILP, which is asynchronously triggered by Bash scripts. With the ILP results, the (Unified)MemoryManager [17], MemoryBlockManager, and DiskBlockManager interact with the MemoryStore [15] and DiskStore components to apply the results on the partitions cached in local executor memory. Each task caches its partitions into the executor where it is scheduled, without storing and sending the partitions to other executors, as most tasks access the cached data on local executors with the locality-aware task scheduling optimizations implemented on Spark [9]. The ILP solver is implemented with the Gurobi optimizer 10.0.1 [37]. Our implementations can be similarly reproduced in other systems by modifying the components of the data plane and implementing an online metric tracker for the individual data partitions, accompanied by an ILP solver.

7 Evaluation

In our evaluation, we observe the system performance of Blaze compared to other caching mechanisms (§7.2), distinguish the factors that contribute to the Blaze performance improvement (§7.3), and provide additional details on specific settings and Blaze components (§7.4, §7.5).

7.1 Methodology

Environment. All evaluations are executed on 11 r5a.2xlarge (8 vCPU, 64GB memory, and 10Gbps network) AWS EC2 instances, where one is reserved for the master and the other ten are for the executors. A 100GB SSD (gp2) is used as a disk caching store in each instance. Each instance runs 2 executors, each with 25GB executor memory, which totals up to 20 executors with a total of 500GB executor memory in our evaluation. As the size of the memory that the system uses to store caches in each executor cannot be defined as a fixed value [17], we empirically consent on the upper bound of aggregate memory store capacity as 170 GB by observing that Spark uses up to 170 GB (i.e., 34%) of the total executor memory for caching for all applications in our evaluation. Although we set the total memory sizes in our environment to be reasonable towards the input dataset sizes in our evaluation workloads, it would require larger proportions of memory capacities on the cluster to execute workloads on larger datasets.

Workloads. We evaluate two graph processing and four machine learning applications, which are widely-used representative iterative applications that benefit from caching of RDDs in the execution. In all of the applications, the peak amount of cached data exceeds the cache memory size of Spark. For each application, we report an average of three results of the execution. For all systems aside from Blaze that require manual caching and unpersist decisions, we follow the caching decisions implemented on Spark GraphX [35] and MLlib [50] libraries [8, 10–12, 14, 16].

- PageRank (PR): PR is a graph processing algorithm that calculates the importance of web pages. Web pages are represented as vertices, and connectivities between them are represented as edges [52]. We generate a synthetic dataset with 25 million vertices using SparkBench [45].

- Connected Components (CC): CC is another graph processing algorithm that finds all connected components in a given graph [28]. We use the same input dataset as in PR.

- Logistic Regression (LR): LR is a basic regression algorithm in machine learning [42]. For input data, we use the criteo dataset [30] day 0 data, which is 106 GB, among the 24 days of data.

- Gradient Boosted Trees (GBT): GBT is an ensemble learning method that combines multiple decision trees to create a strong predictive model for classification and regression [70]. In the GBT workload, we utilize 50GB of data generated by HiBench [38] in the LibSVM format.

- Singular Value Decomposition++ (SVD++): SVD++ is an extension of SVD, which is a machine learning algorithm that uses matrix factorization for recommendations, such as for recommending new movies based on user preferences [43]. We generate a synthetic 31 GB input dataset with a rating data of 15 million users, each with 50 items.

- K-means Clustering (KMeans): K-Means is an unsupervised learning algorithm used for clustering data into groups [47]. For the K-Means workload, we employ 90GB of data generated by HiBench [38] based on uniform distribution.

Systems. We compare Blaze against the performance of the workloads on the following systems.

- MEM ONLY Spark: Spark abides by the cache and unpersist annotations provided by users with a least-recently-used (LRU)-based eviction policy by default. Spark runs on the MEM ONLY mode by default, which unpersists cached data upon evictions and performs recomputations to recover data on cache misses. We use Spark 3.3.2.

- MEM+DISK Spark: Spark provides the MEM_AND_DISK mode, which enables the system to use two-tiered storage for storing evicted cache data onto secondary storage like disks, to later recover data by reloading them from disks, instead of by recomputing them, on cache misses. This mode also follows caching annotations provided by users with the LRU-based eviction policy.
We integrate Alluxio v2.9.1 on (Most Reference Distance) [54] as representative ones. The (e.g., MEMORY_AND_DISK_SER)

LeCaR [62], and data dependency-aware algorithms include • awareness, we selectively compare the ones with the best performances in our evaluations: LRC and MRD. LRC evicts data with the smallest reference count, which is the number of future references in RDD lineages. MRD evicts data with the largest reference distance, which is the number of stages left until being referenced, and prefetches data with the smallest reference distance whenever free space becomes available in the executor memory. Unlike Blaze, which captures application-wide dependencies during the dependency extraction phase, they only use the dependency information provided by the currently submitted job, without utilizing the complete knowledge of the partition metrics and their dependencies across multiple jobs. LRC and MRD on MEM+DISK Spark are evaluated in §7.2, and on MEM_ONLY Spark are evaluated in §7.4.

Terms. In order to reduce the confusion regarding jobs and completion times, we use the term application completion time (ACT) to describe the end-to-end completion times, instead of job completion time (JCT), in our evaluations. Also to distinguish the evictions to disks and by unpersisting, we use the terms eviction (to disk) to represent the state \( m_i \rightarrow d_i \) and unpersist to represent the states \( m_i \rightarrow u_i \) and \( d_i \rightarrow u_i \) (§5.2). The accumulated task execution times are the sum of the execution times among all of the tasks from all the jobs in the particular applications.

7.2 Performance Analysis

Fig. 9 shows the end-to-end ACT for all workloads in various systems. Note that for all results of Blaze, the time taken for the dependency extraction phase and performing inductive methods are included in the measurements, which takes up < 4% of the total ACT. Overall, Blaze achieves 2.52×, 2.02×, 2.38×, 2.11×, 2.15×, and 2.42× speed up compared to MEM_ONLY Spark, and 2.86×, 1.57×, 1.08×, 1.31×, 1.49×, and 2.15× speed-up compared to MEM+DISK Spark in PR, CC, LR,
KMeans, GBT, and SVD++, respectively. The key reason for the performance improvement comes from auto-caching and the unified decision layer of Blaze that significantly reduces the recomputation time and the aggregate disk I/O time. As shown in Fig. 10, while MEM_ONLY Spark does not exhibit any disk usages, Blaze reduces the disk I/O overhead by 95%, 87%, 99%, 97%, and 98% for all tasks on MEM+DISK Spark in PR, CC, LR, KMeans, GBT, and SVD++, respectively. This indicates that Blaze uses the fixed memory space efficiently as a caching store.

The potential benefit of the unified cost-aware caching and eviction decisions of Blaze is distinct in cases where the disk I/O overhead dominates the ACT. For example, Blaze achieves the highest speed-up of the end-to-end execution time compared to MEM+DISK Spark in PR (Fig. 9 (a)). This is because, in PR, the aggregated disk I/O time takes 70% of the accumulated total task execution time of MEM+DISK Spark, which is the largest percentage among all applications (45%, 3%, 32%, 39%, and 56% in CC, LR, KMeans, GBT, and SVD++, respectively).

The main reason for PR having the largest disk I/O overhead in MEM+DISK Spark is that its working set size is much larger than other applications. As the working set size increases, more amounts of data are written to disk, and this results in higher disk I/O overheads. For PR, the average total size of data on disk reaches 306 GB (peak 427 GB) in MEM+DISK Spark, whereas that of CC, LR, and SVD++ reaches 220 GB (peak 335 GB), 41 GB (peak 122 GB), and 45 GB (peak 98 GB), respectively. While the executor disk capacity is abundant (i.e., 1000GB) to host all spilled data in our evaluations, we can see that the performance of MEM+DISK Spark is worse compared to MEM_ONLY Spark due to the large disk I/O overheads. On the other hand, Blaze significantly reduces the amount of data on disk compared to MEM+DISK Spark; by 83%, 81%, 100%, 96%, 96%, and 97% in PR, CC, LR, KMeans, GBT, and SVD++, respectively. This is mainly due to the timely removal of data with smaller potential recovery costs on Blaze, which eliminates unnecessary disk I/O overheads caused by evictions to disk for the data that incur small recomputation overheads. Blaze writes data to disk only when its recomputation overhead is larger than its disk I/O overhead, which reduces the aggregate disk write time for the data with future usages.

In LR, the speed-up of Blaze is 1.08× compared to MEM+DISK Spark (Fig. 9 (c)) which is relatively small, because the main bottleneck comes from the computation, and not the disk I/O overhead, as LR exhibits fewer references to the cached data and smaller ML model sizes. Unlike other applications, LR only caches a total of three RDDs for each iteration, where only one of them is actually referenced to be reused later on. As Blaze automatically captures this fact through CostLineage, it prevents unnecessary disk I/O overhead and incurs no evictions at all. Other solutions blindly adhere to the caching annotation, and incur disk I/O overheads. While disk I/O overheads are relatively small in LR, this eventually incurs evictions from the unnecessary caching and inefficient memory usage in MEM_ONLY and MEM+DISK Spark. This causes large recomputation overheads in MEM_ONLY Spark and contributes to the 2.38× speedup in Blaze. LRC and MRD policies successfully capture future references within the job, and perform relatively well (1.06× speedup in Blaze for both cases) by avoiding misguided eviction decisions, but still incur disk I/O overhead for evicting the unnecessary data on disks. This also contributes to the reason for Spark+Alluxio performing worse compared to MEM+DISK Spark in LR, because Spark+Alluxio requires additional data (de)serialization overheads in memory, to read and write data through Alluxio [2].

Interestingly, the amount of cached size of SVD++ is smaller than CC in MEM+DISK Spark, but its disk I/O time takes 56% of the accumulated total task execution time, which is larger than that of CC. We observe that the average time for serializing a partition in SVD++ is 2.5 – 6.4× larger than that of others, as the serialization overhead differs across different data types. Still, due to the smaller model sizes, MEM+DISK Spark shows better performance compared to MEM_ONLY Spark. In short, the main bottleneck of SVD++ comes from the data serialization time, which contributes to disk I/O overheads, and this is the main reason for SVD++ displaying large disk I/O overheads even when the amount of cached data is small.

In the case of KMeans and GBT, these workloads present larger model sizes compared to LR, yet they demonstrate smaller disk I/O overheads compared to SVD++. The differences are caused by the fact that while the KMeans model involves more centroids and cluster assignments along the iterations, GBT requires larger models due to its complex tree structures. Due to these factors, KMeans, GBT, and SVD++ show similar trends among the different baselines, while they exhibit differences in their intensity due to their differences in their recomputation and disk I/O overheads caused by the model sizes and the computational logic.

Compared to the MEM+DISK Spark that adapts LRC and MRD policies, Blaze achieves up to 1.8× speed-up, mainly because such eviction policies only optimize the eviction layer among the three layers (i.e., caching, eviction, and recovery layers), while Blaze incorporates the separate operational layers together in its solution. Moreover, as existing dependency-aware policies only consider the data dependency of the current job, they are prone to underestimating the future numbers of data references that are to be reused across future jobs. Also, they often face situations where multiple partitions have the same reference counts or reference distances, in which case they arbitrarily break the tie between the potential victims, without considering the fact that the different partitions are likely to incur largely different disk I/O overheads.
7.3 Performance Breakdown

In this section, we provide a detailed breakdown of the performance gain achieved by Blaze through Fig. 11. For the breakdown, we implement the following two cases on top of MEM+DISK Spark with individual components of Blaze:

- **+AutoCache** automatically caches and unpersists individual partitions based on future usages after each stage completion like Blaze, on top of MEM+DISK Spark, instead of adhering to user annotations in the caching layer. This option does not consider the potential recovery costs.

- **+CostAware** performs the cost-aware eviction like Blaze along with the auto-caching enabled, which additionally selects the victim partitions from the memory based on the sorted potential recovery costs for disk I/O overheads in the eviction layer. It includes the Blaze cost model for evictions to disks but excludes the option to recompute data for recovery, as well as the ILP solution.

Note that Blaze incorporates the AutoCache, CostAware mechanisms, and also the ILP caching decision solution that solves for the minimum potential recomputation and disk I/O costs, on top of MEM+DISK Spark.

**+AutoCache vs. MEM+DISK Spark.** Comparing +AutoCache against MEM+DISK Spark shows the effectiveness of the automatic caching and unpersisting mechanism of Blaze in the caching layer. +AutoCache accelerates the ACT by 1.15×, 1.14×, 1.08×, 1.01×, 1.08×, and 1.06× in PR, CC, LR, KMeans, GBT, and SVD++, respectively. +AutoCache in LR already consumes all of the 1.08× speed-up, as it successfully prevents the disk I/O overheads incurred by the evictions and recovery of the models in MEM+DISK Spark. With +AutoCache, the automatically-selected working set of potentially-referenced cached data in LR fits in memory during the iterations, as discussed in §7.2. In KMeans, auto-caching has limited improvement, due to the uniform distribution and thus smaller skews among partitions. In PR, CC, GBT, and SVD++, auto-caching improves system performance due to the following two reasons. First, it selects a smaller number of partitions to cache compared to the annotation-based and coarse-grained caching techniques on Spark. Concretely, auto-caching selectively caches partitions from 26 and 33 RDDs in PR and CC, whereas Spark caches 28 and 36 RDDs as a whole. The cached number of RDDs is identical in both cases for GBT and SVD++, but fine-grained caching reduces the amount of cached data. Second, as auto-unpersisting timely removes RDDs without future references at the end of each stage execution, it allows the system to quickly acquire free space, increasing the effective memory store space before having to find the user annotation to unpersist data. Consequently, this reduces the inefficient usage of memory space and the unnecessary disk write overheads caused by evictions of unused data.

**+CostAware vs. +AutoCache.** Comparing +CostAware against +AutoCache shows the effectiveness of the potential recovery cost model for disk I/O overheads, specifically within the eviction layer. Compared to +AutoCache, the +CostAware accelerates the ACT by 1.69×, 1.11×, 1.14×, 1.14×, and 1.27× in PR, CC, KMeans, GBT, and SVD++. The key reason for the performance improvement of applying the cost model comes from the reduced disk I/O overheads of evicted data, by selecting victim partitions with the smallest disk access costs. While LR does not benefit from the cost model in this experiment, the potential benefit is noticeable in cases where the size of the working set exceeds the available memory store capacity, as shown with PR, CC, KMeans, GBT, and SVD++.

**Blaze vs. +CostAware.** Comparing Blaze against +CostAware shows the effectiveness of the ILP caching decision solution on Blaze. Compared to +CostAware, Blaze further accelerates the ACT by 1.47×, 1.25×, 1.14×, 1.21×, and 1.61× in PR, CC, KMeans, GBT, and SVD++, respectively. The main difference between Blaze and +CostAware is twofold. First, +CostAware always caches data in memory or writes data on disk regardless of the costs of the data to be cached, as it does not compare the costs before caching (§4.1). In contrast, Blaze unifies the caching decision for all partitions, and caches data in memory only when the cost of the data to cache is larger than the costs of the potential victims already in memory. This way, Blaze prevents the case of caching data with low cost at the expense of evicting data with high cost. Second, Blaze writes data on disk only when its potential recomputation cost is larger than the potential disk access cost, which reduces the potential disk I/O overhead. Also, the memory space is used more efficiently and effectively, as it successfully solves for the partition states in which it incurs the minimum potential recovery costs for near-future executions.

With all of the optimization combined, Blaze exhibits 2.86×, 1.57×, 1.08×, 1.31×, 1.49×, and 2.15× speed-up in ACT compared to MEM+DISK Spark in PR, CC, LR, KMeans, GBT, and SVD++, respectively.
7.4 Number of Evictions and Recomputation Time

Fig. 12 illustrates the number of evictions and recomputation time of evicted partitions on Blaze without disk support and MEM_ONLY Spark, along with its variants that use LRC and MRD policies as the eviction policy. Blaze still shows performance improvements with its auto-caching and cost-aware eviction mechanisms, while demonstrating limited application, as it excludes the potential disk I/O costs from consideration within its solution. Especially for LR, Blaze does not incur any eviction, as the cached partitions fit in memory by automatically caching only the partitions with future references (§7.2). LRC and MRD are also successful in capturing the cached data with future references within the current job in LR, but evictions still occur as it also caches and evicts the unreferenced data to abide by the user annotations. In contrast, MEM_ONLY Spark incurs a large number of evictions, as blindly caching three RDDs exceeds the memory capacity, and the LRU policy results in frequent recomputations. For SVD++, while Blaze incurs more evictions than other systems in terms of number, the total recomputation time is only 32% compared to MEM_ONLY Spark, showing that Blaze successfully captures the potential recovery costs within its mechanism. For PR and CC, even though Blaze does not use disks and incurs some additional overheads, it successfully captures the potential recomputation overheads and manages to efficiently use the memory capacity to incur minimum potential overheads in the workload.

7.5 Profiling Overhead vs. Benefits

In order to analyze the performance benefit against the overhead for profiling, we show the comparison with and without the initial profiling phase for dependency extraction in Fig. 13. Without the dependency extraction across jobs, the profiling overhead can be avoided, but the cost of RDDs referenced in the future jobs can be underestimated and evicted, as Blaze can miss the potential usages of the partitions into reflection. Consequently, enabling the profiling phase accelerates the completion time by up to 1.64× compared to the approach that builds the application lineage on the run, as shown in Fig. 13. The profiling bases its execution on a < 1MB data from the original input load, and the overhead is upper-bounded by the 10 second timeout, which takes up < 2% of the total execution time in our evaluations. Profiling plays a key role in providing automatic caching and estimating the potential costs for longer downstream lineages within the workload. Especially, profiling is more beneficial for applications where many partitions are referenced across multiple jobs (PR and CC). The benefit of profiling in LR is limited because it only has a single RDD in each iteration that is referenced within the jobs.

8 Related Work

Cost-Aware Caching. Cost-aware caching is a widely-used approach to optimize caching and eviction in various fields including web services [21, 23], in-memory key-value stores [20, 44], and CDNs [19, 22], where defining the cost metric that can properly capture the needs of various workloads plays a key role in achieving performance gain. However, little has been known about how to adopt cost-aware caching for iterative data analytics. Blaze defines the cost metric by identifying the key factors specific to the context of iterative workloads, where decisions based on the metrics successfully bring end-to-end performance improvements.

Exploiting Data Dependencies for Data Analytics. There are various approaches that exploit the data dependencies of data analytics applications to optimize prefetchings [1, 54] and evictions [33, 54, 63, 65, 66, 72, 73]. However, existing works limit optimization opportunities, as they primarily focus on optimizing the eviction layer among the three layers that consist of the caching mechanism: caching, eviction, and recovery layers. Blaze unifies the decisions for caching, eviction, and recovery of data in a single decision layer and provides automatic caching decisions based on the tracked information. Also, compared to the cost metric of Blaze that captures the actual performance penalties with future reference, computation, data size, and disk access time, utilizing only the data dependencies inside a job as a metric for eviction decision has many limitations in achieving end-to-end performance improvements, as shown in §7.

Computation Sharing across Applications. In datacenters, there are many works on sharing computations across different applications to improve the application performance [27, 36, 41, 56]. Their primary goal is to decide
on the data to keep and share in the cluster caching store, which is large enough to keep them all. Unlike such works, the primary goal of Blaze is to minimize the potential overheads caused by evictions and cache misses in an application across the memory or two-tiered storages with disks, in cases where the memory store is limited to fit all of the data to cache. Therefore, Blaze optimizes not only to decide on the data to cache, but also to select where to keep the data: in memory, on disk, or simply to unpersist them.

**GPU Memory Management.** Recent deep learning (DL) works research on optimizing tensor placements by deciding on the data to keep in GPU memory, evict to CPU memory, or to unpersist and recompute [25, 53, 64, 67, 76]. Although their approach is similar to Blaze, the cost metric and decision algorithm of Blaze is tailored for handling challenges that are more general than for DL-specific workloads. Blaze is tailored for any general distributed iterative data analytics workloads by efficiently managing and updating the estimated costs for a large number of parallel partitions.

### 9 Conclusion

Blaze provides an automatic caching mechanism, that unifies the separate operational layers of existing caching methods together (i.e., caching, eviction, and recovery layers), to adaptively provide optimal caching decisions at any time within iterative data processing workloads. Blaze bases its caching decisions on the dynamically-updated CostLineage, which is initially built by extracting data dependencies through profiling, and inductively updated and predicted on-the-run based on the partition metrics measured along the actual execution over the iterations. By automatically choosing the partitions with future references to cache, and calculating the potential costs with the partition metrics collected on CostLineage, Blaze successfully captures and derives the optimum states for the cached data in the way that it minimizes the sum of potential costs within the workload with an ILP-based solution. Our evaluations show that Blaze speeds up end-to-end performance by up to 2.86x and optimizes the cache data by 95% on average with optimized automatic caching compared to conventional caching mechanisms.
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